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Abstract: Rolling element bearings (REBs) are the most frequent cause of machine breakdowns.
Traditional methods for fault diagnosis in rolling bearings rely on feature extraction and signal
processing techniques. However, these methods can be affected by the complexity of the underlying
patterns and the need for expert knowledge during signal analysis. This paper proposes a novel signal-
to-image method in which the raw signal data are transformed into 2D images using continuous
wavelet transform (CWT). This transformation enhances the features extracted from the raw data,
allowing for further analysis and interpretation. Transformed images of both normal and faulty
rolling bearings from the Case Western Reserve University (CWRU) dataset were used with deep-
learning models from the ResNet family. They can automatically learn and identify patterns in raw
vibration signals after continuous wavelet transform is used, eliminating the need for manual feature
extraction. To further improve the training results, squeeze-and-excitation networks (SENets) were
added to improve the process. By comparing results obtained from several models, we found that
SE-ResNet152 has the best performance for REB fault diagnosis.

Keywords: rolling bearing; fault diagnosis; deep learning; continuous wavelet transform

1. Introduction

In the modern machine-manufacturing industry, rotation machinery accounts for more
than 90% of the market [1]. Of all rotation machines, rolling element bearings (REBs) are
one of the most circuital components for providing rotation motion [2]. However, because
of complex and changing working conditions, including changes in speed and workload,
REBs are also the most frequent cause of machine breakdowns [3]. Therefore, monitoring,
detecting, and diagnosing REB fault signals is necessary for rotating machinery systems [4].
A rolling bearing fault diagnosis is mainly focused on signal and intelligent diagnoses [5],
techniques that use vibration analysis to detect incipient faults in REBs [6].

The signal analysis research domain includes Fourier transform [7], wavelet packet
transform [8], dual-tree complex wavelet transform [9], Parsimonious Network based
on fuzzy Inference System (PANFIS) [10] and the acoustic signal-based approach [11].
Variation mode decomposition was proposed by [3] Yonggang Xu et al. [12], and the
adaptive kurtogram (AK) method detects fault signals in damaged machines. AK can
also be applied to a wheelset-bearing system fault diagnosis [13]. In addition, many
other algorithms, such as Fast Entrogram [14] and adaptive periodic mode decomposition
(APMD) [15] are also used to diagnose rolling bearing faults.

The intelligent diagnosis domain has become a popular research topic in recent years.
As increasingly intelligent techniques develop, they are more widely used in related fields.
For example, machine learning (ML) can be adapted from the computer vision field to
diagnose faults because of its ability to extract features and classify fault types [16,17].
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In [18], linear and nonlinear maps are discussed in detail, illustrating the optimal per-
formance of unsupervised and supervised learning for fault detection. Rolling-bearing fault
signal systems can be considered as nonlinear dynamic. Support vector machines (SVMs)
can also be adapted for fault classifications [19–21] and are a kind of supervised method.

Some of these methods can classify and detect faults in rotation machine systems, but
they cannot detect fault features directly from original signals but must calculate a massive
amount of data in real time, which means it is difficult to meet engineering requirements
that involve increasing data sizes. There is much value in investigating fault diagnosis
methods that can detect fault features from original signals, perform real-time calculations
automatically, and provide health-status feedback.

In recent years, with the development of deep learning (DL), an increasing num-
ber of researchers have become interested in using DL methods [16,22] to address the
aforementioned problems, and many have been applied to rolling-bearing fault diagnosis.
Convolutional neural networks (CNNs) are classic DL network structures and are useful
for image classification [23,24]. In addition, the TICNN model [25], the feature learning
model [26], the generative adversarial network (GAN) framework [27], and many other
DL models [28–36] have been widely applied to rolling bearing fault detection tasks. How-
ever, in DL models with deeper layers, the problem of vanishing gradients emerges; that
is, DL models have to sacrifice performance when they are trained with deeper layers.
To address these issues, Residual Network (ResNet) was proposed [37]. It uses residual
connections that allow it to learn the residual functions of the input instead of learning
complicated mappings from the input to the output. ResNet can successfully increase the
performance of deep neural networks; hence, a series of ResNet-based models have been
brought forward [38–40].

Applying ResNet to a rolling bearing fault diagnosis has major potential. However, the
ResNet family now has a lot of members. Which one is the best fit for a rolling bearing fault
diagnosis? The main goal of this paper is to find the most appropriate ResNet model for REB
fault diagnosis tasks. To improve the performance of these models, squeeze-and-excitation
networks (SENets) were used. Furthermore, this paper proposes a signal-to-image method
that adapts the REB fault detection issue into a classical image classification issue within
the DL field to allow the DL model to solve the REB fault detection problem more easily.
Therefore, this study contributes in the following ways:

• It proposes a novel signal-to-image method using continuous wavelet transform
(CWT); and

• It tests the classic ResNet family and the follow-up SE-ResNet family to find the best
ResNet model for REB fault diagnosis.

2. Materials and Methods
2.1. Rolling Bearing Fault Signal Transformation

The raw rolling-bearing fault data in this article were generated from the testing
facilities of the Bearing Data Center at Case Western Reserve University (CWRU). The
CWRU dataset is accessible online. The experimental platform includes a 2 HP motor, a
torque sensor, power meter, and electronic control equipment. The bearing being tested
supports the motor shaft. Single points of failure with diameters of 0.007, 0.014, 0.021 and
0.028 mils and 0.040 inches (1 cm = 0.001 in) were deployed on the bearings using electrical
discharge machine (EDM) technology. The original data include drive-end bearing fault
data, fan-end bearing fault data, and normal baseline data. The rpms during testing used
12 and 48 K sample frequencies. We used the drive-end bearing fault data as the original
raw data.

The broken rolling bearing data from CWRU contains the drive vibration data’s accel-
eration rate, which is part of the time-domain data. We selected CWT to enhance the raw
data’s features because the wavelet domain expands the dimensionality of the functional
signal, which can significantly extrude the data features. Compared with Fourier transform,
wavelet domain representation influences both the time and scale (or frequency) axes,
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which means the wavelet transform offers substantial advantages in analyzing nonlinear
data. This can provide better results as it correlates the mother wavelet with Raman spectra
patterns for various scales and wave number positions. Thus, CWT can provide trans-
formed images with more original features, which can improve the accuracy of the DP
model [41].

The following integral expresses the CWT of a continuous function, x (t), at a scale,
a ∈ R, and a transnational value, b ∈ R:

Xw(a, b) =
1
|a|

∫ ∞

−∞
xtψ

(
t− b

a

)
dt (1)

The raw data contained three kinds of abnormal REBs and one normal REB, which
worked under four working loads. The fault locations of the three abnormal REBs were on
the ball, the inner raceway (IR) and the outer raceway (OR). We separated the four working
load conditions into four kinds of training datasets and one mixed-load-condition dataset.

When transforming signal data, selecting the right wavelet basis function has a major
impact on the final result. This paper compares five that are commonly used (discussed in
detail in Section 3.1).

The gauss wavelet (gauss) has important applications in signal and image edge extrac-
tion, and it is primarily used to extract stepped boundaries. It can capture both the high-
frequency and low-frequency components of a signal because of its strong time–frequency
localization capabilities. The wavelet function is defined as follows with t as the time
variable in all the following formulas in Section 2.1:

Ψgauss(t) =
1√
πσ

e−t2/(2σ2) (2)

where σ is a constant that controls the width of the Gaussian function.
The complex Gaussian wavelet (cgau) is a type of wavelet often used in signal process-

ing and analysis. It is ideal for analyzing signals with complicated time–frequency content
as it possesses many beneficial properties, including strong localization in both the time
and frequency domains. The wavelet function is defined as follows:

Ψcgau(t) =
1√
π

e−(
t2
2 +iω0t) (3)

where ω0 is a constant that controls the frequency of the wavelet.
The mexh wavelet (mexh), short for “Mexican hat wavelet”, is named for its shape,

and it is used to detect edge locations. The wavelet function is defined as follows:

Ψmexh(t) =
2√

3π1/4σ1/2
(1− t2

σ2 )e
−t2/(2σ2) (4)

where σ is a constant that controls the width of the wavelet.
The Shannon wavelet (shan), also known as the “boxcar wavelet”, is characterized by

a square waveform that reaches infinity in the frequency domain and has a width of two
in the time domain. It has exceptional frequency resolution, which enables it to capture
high-frequency signal components. The wavelet function is defined as follows:

Ψshan(t) =

{
1√
N

i f |t| ≤ N
2

otherwise
(5)

where N is a constant that controls the duration of the wavelet.
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The fbsp wavelet (fbsp), short for “finite-bounded symmetric pulse wavelet”, is de-
signed to have a finite duration and a symmetrical shape. The wavelet function is defined
as follows:

Ψ f bsp(t) =

{
1√
2N

i f |t| ≤ N
2

otherwise
(6)

where N is a constant that controls the duration of the wavelet.
cgau and gaus are derived from a Gaussian function. cgau, gauss, mexh, and shan are

“compactly supported” wavelets, which indicates that they are computationally effective to
work with because they have finite support in both the temporal and frequency domains.
gaus, fbsp, mexh, and shan are real-value wavelets, which are often used in signal processing
and analysis applications where time-domain analysis is important.

2.2. Introduce ResNet
2.2.1. ResNet Basics

Deep convolution neural networks are widely used in the image classification field
and have shown significant progress [42]. DL networks fall under multiple classifications
and feature in holistic networks, and their feature levels can be enriched by the depth of
their network layers. As Simonyan et al. [43] noted, it is important for a DL network to have
more stacked layers (depth); as such, the leading results on ImageNet all use very deep
models. Inspired by the benefits of applying very deep DL models, many scholars have
started to use deeper networks to achieve better performance in their models. However, the
problem of vanishing and exploding gradients has become an obstacle in using very deep
DL models [44]. Although these problems can be addressed by using normalized initializa-
tion [45,46] when deeper networks converge, a problem called degradation emerges. This
phenomenon is defined as follows: as network depth increases, the accuracy of the results
becomes saturated with common sense; however, it then degrades rapidly after reaching a
certain number of layers. To address this problem, a deep residual learning framework was
proposed by He K. et al. [37].

In ResNets, two basic blocks are included: the identity block and the convolution block.
The structures are shown as Figure 1. As Table 1 shows, ResNets have different names
depending on the numbers of layers. From ResNet18, which has 18 layers, to ResNet152,
which has 152 layers. ResNet’s basic family has 5 members. All ResNet models have four
stages, and each stage contains many residual and convolution blocks.

All members contain five convolution blocks (Conv1–5x, as shown in Table 1), and
each one contains one or more basic convolution calculation processes: the Conv layer, the
BN (Batch Normalization) layer, and the ReLU layer. The first convolution block contains
only one convolution computation. The first convolution block of the 5 classic models is
exactly the same as the others, with a convolution kernel of 7 × 7 and a step size of 2. They
all have all-connection layers at the end. Convolution blocks 2–5 all contain multiple
residual units that are the same. In many code implementations, convolution blocks 2–5 are
called Stage 1, Stage 2, Stage 3, and Stage 4. To facilitate storage and calculation, each
convolution block contains one downsampling operation to reduce the image size. During
implementation, the maximum pool, which has a step size of 2, is adopted in Stage 1
(Conv2x). For the other 4 convolution blocks, a convolution operation with a step size of 2
is used. Taking ResNet34 as an example, we can see the basic ResNet model structure in
Figure 2.

ResNet18 is a simplified version of ResNet34. The 18 in ResNet18 refers to a total of
18 layers with different weights, including convolutional layers and fully connected layers
but not batch normalization or pooling layers. In addition, the difference between ResNet34
and ResNet18 lies in the different number of residual units in each stage. There are two in
the four stages of ResNet18, so the total number of layers is =(2 + 2 + 2 + 2) × 2 + 1 + 1 = 18.

In ResNet50, the residuals units of ResNet18 and 34 contain two 3 × 3 convolutional
layers, whereas ResNet50 itself contains three convolutional layers of 1 × 1, 3 × 3, and
1 × 1, in that order. The channels in ResNet50 double in the output part of the first residual
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unit at each stage, and the number of channels inside each residual unit also changes
(decreasing or increasing depending on the 1 × 1 convolution layer being adjusted), which
reduces the number of parameters in the deep network. Similarly, a difference between
ResNet101 and ResNet152 is the number of residual units at each stage, which is shown in
detail in Table 1.
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Table 1. ResNet family.

Layer Name Output Size 18-Layer 34-Layer 50-Layer 101-Layer 152-Layer

conv1 112 × 112 7 × 7, 64, stride 2

conv2x 56 × 56

3 × 3 max pool, stride 2[
3× 3, 64
3× 3, 64

]
× 2

[
3× 3, 64
3× 3, 64

]
× 3

 1× 1, 64
3× 3, 64

1× 1, 256

× 3

 1× 1, 64
3× 3, 64

1× 1, 256

× 3

 1× 1, 64
3× 3, 64

1× 1, 256

× 3

conv3x 28 × 28

[
3× 3, 128
3× 3, 128

]
× 2

[
3× 3, 128
3× 3, 128

]
× 4

1× 1, 128
3× 3, 128
1× 1, 512

× 4

1× 1, 128
3× 3, 128
1× 1, 512

× 4

1× 1, 128
3× 3, 128
1× 1, 512

× 8

conv4x 14 × 14

[
3× 3, 256
3× 3, 256

]
× 2

[
3× 3, 256
3× 3, 256

]
× 6

 1× 1, 256
3× 3, 256
1× 1, 1024

× 6

 1× 1, 256
3× 3, 256

1× 1, 1024

× 23

 1× 1, 256
3× 3, 256

1× 1, 1024

× 36

conv5x 7 × 7

[
3× 3, 512
3× 3, 512

]
× 2

[
3× 3, 512
3× 3, 512

]
× 3

 1× 1, 512
3× 3, 512
1× 1, 2048

× 3

 1× 1, 512
3× 3, 512
1× 1, 2048

× 3

 1× 1, 512
3× 3, 512
1× 1, 2048

× 3

1 × 1 Average pool, 1000-d fc, softmax

FLOPs 1.8 × 109 3.6 × 109 3.8 × 109 7.6 × 109 11.3 × 109
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2.2.2. Squeeze-and-Excitation Networks Basics

Finding the common feature representations of transformed time-domain signal im-
ages is a nontrivial task. As shown in 3.2, these images are iconic and abstract, with
various levels of deformation. In contrast, classic image classification methods deal with
realistic images that contain rich color, texture, and shape information [47]. After testing
the basic members of the ResNet family (the testing process will be discussed in more
detail in the next section), the results still needed improvement. Therefore, squeeze-and-
excitation blocks (SE blocks) were introduced to enhance the presentation performance of
these ResNets.

The traditional method is to transfer the weight of the network’s feature map equally
to the next layer. The core idea of SENets is to establish interdependence between modeling
channels. In addition, SENets do not introduce a new spatial dimension to fuse feature
channels; instead, they adopt a new “feature recalibration” strategy and adaptively correct
the intensity of feature responses between the channels through the network’s global loss
function. In other words, the importance of each feature channel can be automatically
obtained through learning, and then the useful features can be enhanced according to their
importance. Features that are not useful to the current task can be suppressed. In this way,
a feature channel can be adaptively calibrated.

An SENet is composed of a series of SE blocks, which can be divided into two steps:
squeeze and excitation. SENets use feature recalibration to complete the attention mecha-
nism on the channel level, also known as the SE channel attention mechanism.

Subsequently, the squeeze operation obtains the global compressed feature vector of
the current feature map by performing a global average pooling on the feature map layer. It
turns each two-dimensional feature channel into a real number, and the output dimension
matches the input feature channel number. The excitation operation obtains the weight of
each channel in the feature map through two fully connected layers and uses the weighted
feature map as the input of the next layer of the network. The parameter w (shown in
Figure 3) is used to generate the weight of each feature channel; w is defined to explicitly
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represent the correlation between the feature channels. During recalibration, the excitation
output weights are multiplied element-wise by the previous features.
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As can be seen above, an SE block only relies on one set of current feature maps, so
it can be easily embedded into almost all current convolutional networks. The squeeze
operation compresses information while at the same time reducing the overhead of the
affiliated connections. One of its classic pairings is with ResNet, and this is why SENets
were introduced to improve the ResNets in this paper.

The basic structure of the SE block in Figure 3 applies to any given transformation
shown in Equation (2).

Ftr : X −→ U, X ∈ RW ′×H′×C′ , U ∈ RW×H×C (7)

We can construct a corresponding SE block to perform feature recalibration. Feature
map U is first produced by the squeeze operation, which aggregates feature maps across
the spatial dimension, W × H, to produce channel descriptors. This descriptor embeds the
global distribution of the channel’s characteristic responses so that information from the
global receptive field of the network can be used by its lower layers. After that, an excitation
operation is performed, in which the excitation of each channel is controlled by determining
a specific sampled activation for each channel through a self-gating mechanism based on
channel dependence. Feature map U is then reweighted to generate the output of the SE
block, which can then be input directly into subsequent layers.

2.2.3. SENet in ResNet

As mentioned above, SE blocks were introduced as a type of attention mechanism.
They allow deep neural networks to focus selectively on the most important features and
suppress the less important ones. This attention mechanism is particularly useful in image
classification tasks, where the model needs to identify the most relevant features in an
image to make accurate predictions. An SE block achieves this by using global average
pooling to summarize the feature maps along the spatial dimensions into a single vector,
which is then passed through two fully connected layers. The output of the second layer is
a set of weights that are used to reweight the feature maps in the residual block, enabling
the network to emphasize the most important features selectively and suppress the less
important ones.

To incorporate an SE block into existing deep-learning models, Jie Hu proposed com-
bining SE blocks with ResNet models, resulting in a new type of ResNet family called SE-
ResNet [38], which includes various members, such as SE-ResNet50 and SE-ResNet101, which
have demonstrated state-of-the-art performance on benchmark datasets such as ImageNet.

In SE-ResNets, an SE module is inserted after the activation function in each residual
block. This placement ensures that the SE module can access the feature maps before they
pass to the next residual block, allowing the SE block to focus selectively on the most
important features at an early stage of the network. The combination of SE block and
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ResNet models has been shown to improve the performance of ResNet models in various
image classification tasks significantly, particularly when dealing with iconic and abstract
images. SE blocks allow ResNet models to focus selectively on the most important features
of an image, enabling the network to learn more discriminative representations of the data.
This, in turn, improves the accuracy of the model’s predictions, especially for images that
are difficult to classify.

SE-ResNet models have been extensively evaluated using various benchmark datasets,
such as ImageNet and CIFAR-10, and have consistently achieved state-of-the-art perfor-
mance. For example, SE-ResNet152 achieved a top-1 accuracy of 82.63% on the ImageNet
dataset, which is a significant improvement over the top-1 accuracy of 76.34% achieved
by the basic ResNet152 model [38]. Similarly, on the CIFAR-10 dataset, SE-ResNet models
achieved a higher accuracy compared with basic ResNet models: SE-ResNet152 achieved a
test accuracy of 96.54% compared with the 94.54% for ResNet152 [38].

2.3. Experimental Procedure

The experiments were conducted on a desktop computer equipped with a 13th-
generation i7 chip, 32 GB RAM, and an NVIDIA 3060 ti GPU. The simulation environment
was implemented using the PyTorch deep-learning framework (PyTorch version 1.7.1).
Python scripts were used to read the original data from CWRU, randomly select training
datasets, and transform the time-domain signals into frequency-domain signals using CWT.
The programs were compiled and run using Python version 3.9, PyCharm, and Terminal.

The unprocessed data obtained from CWRU served as the basis for the original signal
data. The one-dimensional signal was converted into two-dimensional color images by
applying the CWT method. The REB fault image data were partitioned into five distinct
training datasets called Load 0, Load 1, Load 2, Load 3, and Mix Load, representing various
working load conditions. A comprehensive description of this process can be found in
Section 3.1.

The study aimed to determine the DL model that achieved the best performance in
detecting REB faults through a comparative experiment, which was conducted in 5 (train-
ing datasets) × 10 (DL Model) sub-experiments. The DL models included ResNet18,
ResNet34, ResNet50, ResNet101, and ResNet152, as well as their follow-up versions
with squeezed–excitation blocks, namely, SE-ResNet18, SE-ResNet34, SE-ResNet50, SE-
ResNet101, and SE-ResNet152. The additional five SE-ResNet models were incorporated
because the output parameters did not meet our expectations. The use of SENet blocks was
a convenient way to augment the original models without significant architectural changes.

We analyzed all the results and compared the parameters for accuracy, precision, recall
and F1 score (described in detail in Section 2.4) with each other using ResNet family models,
with or without SE blocks. We concluded that SE-ResNet50 is a powerful model suited to
REB detection in many conditions. A detailed analysis is in Section 4.1.

We also concluded that SE-ResNet152 is another powerful model suited to REB detec-
tion in many conditions. The detailed analysis is in Section 4.

2.4. Model Performance Metrics

Model performance metrics reflect a model’s performance. Four main performance
indexes were included, P (precision), R (recall), accuracy, and F1 (F1 score), as shown in the
following formula: 

Precision =
Tp

Tp + Fp

Recall = Tp
Tp + FN

Acuracy = TH
Tp + Fp + TN + FN

F1 =
2 × precision × recall

precision + recall

(8)

where Tp represents the number of rolling bearing faults correctly detected; Fp is the
number of fault signal types incorrectly detected as another type of fault; FN represents a
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specific fault type that was not detected; TN represents the number of wrong detections;
TM represents the number of samples correctly labeled in the top 5 probabilities of the
model’s output; T M represents the number of samples correctly labeled in the maximum
probability of model’s output; and the sum of Tp, FN, Fp, and TN represents the total number
of samples.

3. Results of the Experiment
3.1. Signal-to-Image Results

As previously mentioned, the experimental data were collected from CWRU and are
publicly available. Using these data, we tested five wavelet basis functions to learn which
was the best method. To compare their effectiveness, we processed the transformed 2D
images. First, we converted images to grayscale if they were in color. Then, we calculated
the probability distribution of its pixel values, which is the p in Formula (9). After that, we
calculated the entropy (H) using the following formula:

H = −
N

∑
i=1

pilog2(pi) (9)

This formula calculates the entropy of the image in bits per pixel. The entropy is a
measure of the average amount of information per pixel in the image. It can be used to
make inferences about the image. Those with high entropy values contain more information
and variation in pixel value and are more complex than images with low entropy values.
The final results of the functions are as follows (Figure 4):
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As shown, gaus1() had the largest entropy value, which meant that the images pro-
cessed by it had better detail. Thus, it was the method we ultimately chose.

The final signal-to-image procedure is depicted in Figure 5. First, a Python script was
used to read each raw data file. Next, the raw data were segmented into arrays containing
1024 sample points each, which were then converted into signal images. Eventually, the
signal data were transformed into 2D images, enhancing the features extracted from the
raw data.
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The raw data comprised four distinct working load conditions, and each contained
four REB fault conditions; thus, each load condition was separated into different training
datasets. As illustrated in Table 2, five were generated: Load 0, Load 1, Load 2, Load 3,
and Mix Load. Apart from the Mix Load dataset, the other four were derived directly
from the raw data. The Mix Load dataset was randomly generated using samples from the
other four.

Table 2. Training datasets.

Load 0 Load 1 Load 2 Load 3 Mix

IR 354 259 355 356 412
OR 263 264 267 268 243
Ball 355 267 267 267 327

Normal 179 179 179 179 236

In the Load 0 training dataset, there were 354 images of the inner race (IR) broken
condition, 263 images of the outer race (OR) broken condition, 355 images of the ball broken
condition, and 179 images of the normal working condition. In the Load 1 training dataset,
there were 259 images of the IR broken condition, 264 images of the OR broken condition,
267 images of the ball broken condition, and 179 images of the normal working condition.
In the Load 2 training dataset, there were 355 images of the IR broken condition, 267 images
of the OR broken condition, 267 images of the ball broken condition, and 179 images of
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the normal working condition. In the Load 3 training dataset, there were 356 images of
the IR broken condition, 268 images of the OR broken condition, 267 images of the ball
broken condition, and 179 images of the normal working condition. In the Mix Load
training dataset, there were 412 images of the IR broken condition, 243 images of the OR
broken condition, 327 images of the ball broken condition, and 236 images of the normal
working condition.

The performance of the ResNet and SE-ResNet families under each training dataset
will be further discussed in the following sections.

3.2. The Results of the Fault Diagnosis

In this section, we use the signal-to-image results to verify the DL models mentioned
in Section 2.3. We trained each DL model with 500 epochs using five different training
datasets, as detailed in Table 2. To evaluate the performance of the DL models, we focus on
four key metrics: accuracy, precision, recall, and F1 score. The remainder of this section is
divided into two subsections presenting the training results for the ResNet family and the
follow-up SE-ResNet family.

3.2.1. Results of ResNet Family Fault Diagnosis

As shown in Figure 6, the ResNet family DL models were evaluated using five train-
ing datasets.

For the Load 0 dataset, between the five models, ResNet50 achieved the highest
accuracy at around 90%, the highest precision at over 90%, the highest recall at around
85%, and the highest F1 score at around 90%. The other four ResNet models, excluding
ResNet101, achieved an almost identical performance. Specifically, their accuracy was
around 80%, precision was around 70%, recall was around 70% and the F1 score was
around 65%. In contrast, ResNet101 performed the worst of the ResNet models when
trained on the Load 0 dataset.

For the Load 1 dataset, in contrast to the Load 0 dataset, the performance of ResNet50
and the other ResNet models was much closer. The accuracy of all models was almost the
same: around 70%. Regarding precision, ResNet50 achieved the highest score at around
50%, while the other four models achieved around 40%. Similarly, ResNet50 also achieved
a recall and F1 score of around 50%, and the other four models achieved a recall and F1
score of around 40%.

For the Load 2 dataset, ResNet152 achieved the highest accuracy score at around
85%, followed by ResNet34 at around 80%, ResNet18 at around 75%, ResNet50 at around
70%, and ResNet101 at around 65%. Regarding precision, ResNet50 achieved the highest
precision score at around 70%, followed by ResNet152 at around 68%. ResNet34, ResNet18,
and ResNet101 achieved precision scores of around 63, 58, and 50%, respectively. Similarly,
the recall score for ResNet50 was the highest at around 72%, followed by ResNet152 at
around 69%. ResNet34, ResNet18, and ResNet101 achieved recall scores of around 66%,
62%, and 52%, respectively. For F1 score, ResNet50 and ResNet152 achieved almost the
same score at around 70%, while ResNet34 and ResNet18 achieved almost the same score
at around 60%. ResNet101 achieved the lowest F1 score at around 50%.

For the Load 3 dataset, ResNet34 achieved the highest accuracy score at around 75%,
followed by ResNet152 at 78%, ResNet18 at around 77%, and ResNet101 slightly higher
than ResNet101 at 63%. Regarding precision, ResNet50 was significantly higher (55%) than
the other four models, which achieved precision scores of around 40% or less. Similarly, the
recall score for ResNet50 was the highest at around 45%, followed by ResNet34 at around
42%. The other three models achieved recall scores of under 40%.
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For the Mix Load dataset ResNet34 and ResNet152 achieved almost the same accuracy
scores at around 75%, followed by ResNet101 at 70%, ResNet18 at 68%, and ResNet50 at
62%. These results suggest that ResNet34 and ResNet152 were the most accurate models for
the Mix Load data. Regarding precision, the performance of the models fell from ResNet152
to ResNet18, with precision scores ranging from 62 to 40%. Similarly, for recall and F1
scores, ResNet152 achieved the highest scores at around 58%, while ResNet18 achieved the
lowest scores at around 40%.

The summary of this section is as follows: (1) For the Load 0 dataset, ResNet50
achieved the highest accuracy, precision, recall, and F1 scores, while the other models
achieved an almost identical performance. ResNet101 performed the worst among the
ResNet models. (2) For the Load 1 dataset, the performance of ResNet50 and the other
ResNet models was much closer, with all models achieving almost the same accuracy scores.
(3) For the Load 2 dataset, ResNet152 achieved the highest accuracy score, followed by
ResNet34, ResNet18, ResNet50, and ResNet101. ResNet50 achieved the highest precision
score, while ResNet50 and ResNet152 achieved the highest recall and F1 scores. (4) For the
Load 3 dataset, ResNet34 achieved the highest accuracy score, while ResNet50 achieved
significantly higher precision and recall scores than the other models. (5) For the Mix
Load dataset, ResNet34 and ResNet152 achieved almost the same accuracy scores, while
ResNet152 achieved the highest precision, recall, and F1 scores.
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3.2.2. Results of the SE-ResNet Family Fault Diagnosis

As shown in Figure 7, the SE-ResNet family DL models were evaluated using five
training datasets.
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For the Load 0 dataset, SE-ResNet152 achieved the highest performance score of the
four evaluation metrics at around 93%, followed by the other four models at around 90%.
Compared with the ResNet family, the SE-ResNet family showed significant improve-
ment in performance, particularly for SE-ResNet101, which achieved a performance score
increase of over 30% compared with ResNet101.

For the Load 1 dataset, SE-ResNet50 and SE-ResNet101 achieved the highest accuracy
scores at 70%; the other three models were at around 65%. Regarding precision, all models
had almost the same score at around 60%, apart from SE-ResNet101. As for the recall and
F1 scores, there is no obvious difference between the five models, which are all around 50%.
SE-ResNet50 and SE-ResNet101 achieved the highest accuracy scores at 70%, while the
other three models achieved scores of around 65%. Regarding precision, all models, except
for SE-ResNet101, achieved almost the same scores of around 60%.

For the Load 2 dataset, SE-ResNet152 achieved the highest score for all four eval-
uation metrics, with a performance score of around 95%. SE-ResNet34, SE-ResNet50,
and SE-ResNet101 achieved the same performance scores of approximately 92%, while
SE-ResNet18’s performance was slightly lower than the other three models at around 90%.

For the Load 3 dataset, SE-ResNet152 achieved the highest accuracy score at 92%. SE-
ResNet50 and SE-ResNet101 followed closely behind with scores of 89% and approximately
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87%, respectively. For precision, recall, and F1, SE-ResNet152 achieved the highest score,
with a performance of approximately 70%. The other four models scored below 70%,
demonstrating that SE-ResNet152 was the most effective model for the Load 3 dataset.

For the Mix Load dataset, SE-ResNet152 achieved the highest performance score of
all the models at around 96% for all four evaluation metrics. SE-ResNet152 achieved the
highest score of all the models, approximately 96% across all four evaluation metrics. While
the other models also performed well across all metrics, SE-ResNet50 demonstrated the
weakest performance in precision, recall, and F1, with scores of approximately 70%.

Overall, SE-ResNet152 consistently achieved the highest performance scores across
all datasets. The SE-ResNet family showed a significant improvement compared with
the ResNet family. SE-ResNet50 and SE-ResNet101 demonstrated strong performance for
certain datasets. SE-ResNet152 is the most effective model for accuracy, precision, recall,
and F1 score for the Load 3 and Mix Load datasets. SE-ResNet50 demonstrated the weakest
performance in precision, recall, and F1 score for the Mix Load dataset.

4. Discussion
4.1. ResNet Models

In this experiment, as mentioned in Section 2.4, we introduced four output
parameters—precision, recall, accuracy, and F1 score—to describe the experimental re-
sults because accuracy alone cannot accurately describe the correctness of the training
results. The larger the four kinds of data, the better this model performed. Based on the
ResNet model results, the model that was the best for each corresponding situation can be
seen in Figure 6.

For Load 0, ResNet50 had obvious advantages, and it was the highest of all four
metrics. In the follow-up models, ResNet152, ResNet34, ResNet18, and ResNet101 were the
most to least accurate, in that order. For Load 1, apart from ResNet50, the results are similar
but weaker than ResNet50, especially for precision, recall, and F1 score. For Load 2, the best
to worst performances were ResNet50, ResNet152, ResNet34, ResNet18, and ResNet101,
in that order. The parameters of ResNet152 and ResNet34 were close, but the parameters
of ResNet152 were slightly larger. For Load 3, even though the accuracy of ResNet34 was
higher than ResNet50, the performance of the other three was the opposite. Thus, generally
speaking, ResNet50 fit better for Load 3. For Loads 0–3, ResNet101 was always the weakest.
Last but not least, for the Mixed Load, the models had better correctness as the layers
increased, which meant ResNet152 was the best.

On the whole, ResNet50 was the best fit for all the conditions, as it suited most of
the datasets well, or even the best. However, in the vast majority of cases, the final result
was never more than 90%. We would like to improve this result, which is the reason we
introduced SENet to these models.

4.2. SE-ResNet Models

As can be seen in Figure 7, the improvement the SENets bring is significant; for every
5 × 5 output, the results are better compared with the ResNet models.

For Load 0 and Load 2, four values of all five models were over 90%. In the corre-
sponding bar chart, the results were similar to each other, and SE-ResNet152 still scored
slightly better than the other models in four aspects and two conditions. For Load 1, the
accuracy of SE-ResNet50 was close to that of SE-ResNet101 and a little bit higher than
that of SE-ResNet18. The other two were in the next tier with SE-ResNet152 being the
lowest. The recall and F1 scores shared the same trend, with SE-ResNet18, SE-ResNet50,
SE-ResNet101, SE-ResNet34, and SE-ResNet152 ranging from top to bottom, in that order.
Precision was 61% for SE-ResNet18, SE-ResNet50, and SE-ResNet152, followed by 60%
for SE-ResNet34 and 56% for SE-ResNet101. Generally, the training-effect rankings were
SE-ResNet50, SE-ResNet18, SE-ResNet34, SE-ResNet101, and SE-ResNet152, from best to
worst. For Load 3, the trend was the same for all four parameters, and the order was
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SE-ResNet152, SE-ResNet50, SE-ResNet101, SE-ResNet34, and SE-ResNet18, from best
to worst.

Even though the performance of SE-ResNet152 was not ideal for Load 1, it was the
best for the other four loads. In sum, we concluded that SE-ResNet152 is the best model for
all conditions.

4.3. Performance Comparison of SE-ResNet152 with Three Other DL Models

The results in Section 3.2.2 were not as ideal as we desired. Thus, we performed
another test to compare the performance of SE-ResNet152 with other DL models. We
conducted an experiment that involved four models: SE-ResNet152, ShuffleNetV1, Shuf-
fleNetV2, and VGG19. The purpose was to evaluate the models’ ability to diagnose faults
in rolling bearings.

The results of the experiment showed that SE-ResNet152 achieved good performance
with an accuracy of 96.42%, a precision of 95.84%, a recall of 96.96%, and an F1 score of
96.31%. As per Figure 8, not only did SE-ResNet152 have accuracy in the first tier, but
it also had a significant advantage in the other three parameters. The results indicated
that SE-ResNet152 is a promising model for rolling bearing fault diagnosis. Put another
way, the other three models, ShuffleNetV1, ShuffleNetV2, and VGG19, achieved similar
accuracy scores, but their precision, recall, and F1 scores were much lower than those
of SE-ResNet152.
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Figure 8. The detection results of the four models.

Overall, these findings suggest that SE-ResNet152 could be an effective tool for rolling-
bearing fault diagnosis, and further research could explore its potential uses in other
mechanical equipment fault diagnosis tasks.

5. Conclusions

This paper proposed a fault–signal conversion method for rolling bearings based
on a signal-to-image model. The signal-to-image process was achieved using continu-
ous wavelet transform; the signal was transformed from being one-dimensional to two-
dimensional, and the two-dimensional images contained more signal features. The data can
be divided into five working load conditions, and based on this we trained 10 DL models
to find out which ResNet model was the best for REB fault detection.

Five loads were trained using the five classic ResNet family models. Four different
performance accuracy parameters were derived from the results. Through analysis and
comparison, we found that the training effect of ResNet50 was the best. However, an ideal
result was not achieved.
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To improve the correctness of the training process, an SENet was introduced to im-
prove the model with as few changes to the original structure as possible. To test its
validity further, we compared SE-ResNet152 with the three other DL models, ShuffleNetV1,
ShuffleNetV2, and VGG19, and confirmed that SE-ResNet152 is an ideal REB fault detec-
tion model.
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